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Abstract—Energy harvesting in wireless sensor networks leads
to an interesting optimization problem: Given the spatial-
temporal distribution of the energy harvested, how can nodes
adapt their consumption to reach energy neutral operation, i.e.,
consume exactly the harvested amount of energy.

Adapting the energy consumption of any node in the network
requires control of the data flow routed through that node
by arbitrary other nodes. This calls for flow control, which
was mostly investigated for field monitoring networks in the
past. Pertinent publications are usually based on simulations or
artificial lab studies, results hardly carry over to the real world.

In this paper, we present C-SDF, the first Contiki imple-
mentation of any solar-aware distributed flow control approach.
Different runs on two distinct testbed sites show an outstanding
performance. Even under adverse network conditions, the sam-
pling rate stabilizes quickly. Energy utilization is more than 80%,
while ensuring no node is overloaded.

Index Terms—flow control, solar harvesting, wireless sensor
networks, periodic reporting

I. INTRODUCTION

Energy harvesting is often cited as a solution to the issue
of battery-limited lifetime in wireless sensor networks [1],
[2]. With batteries the challenge is to prolong the lifetime
of the network. With harvested energy the challenge shifts to
providing the best possible service, while no node will ever
deplete. This is called the energy neutral operation.

This leads to the following optimization problem: Given the
spatial-temporal distribution of the energy production, how can
nodes adapt their energy consumption to reach energy neutral
operation. Here, the definition of best possible service and the
consumption of each node depend on the application. We focus
on one of most prevalent applications in sensor networks:
periodic reporting. In periodic reporting, all nodes periodically
collect data and send it to a common base station. The quality
of service is given by the time between collected data points,
called sampling rate. Higher sampling rates lead to better sen-
sor coverage, hence, a better service. Obviously, consumption
of each node also depends mostly on the sampling rate and
the resulting data packets forwarded to the base station. This
is also the main challenge. Forwarding data packets implies
that each nodes energy consumption depends to some extend
on remote nodes.

This challenge was first introduced for homogenous sam-
pling rates by Kansal et al. [1]. And it has lead to the
introduction of different flow control mechanisms [3], [4],
enabling nodes to control their sampling rate and the flow
they need to forward for remote nodes. Fan et al. [4] provided

the first centralized and distributed solution. Their theoretical
results are very compelling. However, all flow recalculations
are done on the complete path to the base station and back to
the nodes. Additionally, they assume a static routing topology.
Hence, the approach is not applicable to real networks. In
2011, we have introduced the solar-aware distributed flow
(SDF) approach [3] as the first practical flow control heuristic.
In SDF nodes distribute control messages only to their children
in the routing tree. This enables almost instant adaptability
to changes in the routing tree with neglectable overhead.
However, SDF was only evaluated using simulations and not
implemented in hardware. The interaction between energy
utilization, flow control, and routing in real networks is still
unclear.

In this paper, we evaluate flow control as part of the
communication stack and validate the practicality of the SDF
approach on real hardware. To this end, we present C-SDF,
a implementation of SDF for the Contiki operating system1.
C-SDF is integrated into the standard Contiki communication
stack. It is implemented to work on top of Routing Protocol for
Low power and Lossy Networks (RPL) [5] as routing protocol.

In this paper, we present results from four runs on two
different testbeds. These runs are up to 7 days in duration.
On average, nodes utilize around 80% of the energy available,
even under poor network conditions. With delivery rates in
the testbed dipping below 70%, SDF was still able to stabilize
fast and increase the sampling rate from 5 to 30 messages per
hour on average.

The remainder of this paper is organized as follows. Sec-
tion II introduces the related work. The implementation of
C-SDF is described in Section III. Section IV presents the
results of the evaluation. Section V concludes the paper.

II. RELATED WORK

Energy harvesting describes the concept of powering sensor
nodes using renewable energy sources. The feasibility of
energy-harvesting wireless sensor networks has been studied
extensively. This section provides an overview by first in-
troducing possible power sources and hardware for energy
harvesting. Afterward, different solar-aware algorithms are
introduced. Last, we introduce other flow or rate control
algorithm related to SDF.

1C-SDF is open source and can be downloaded at: https://github.com/
ischweizer/C-SDF
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Roundy et al. [2] review a great variety of potential power
sources for wireless sensor networks. Besides the classical
power storage in batteries, micro fuel cells, and micro heat
engines, they also research the potential of different energy-
harvesting techniques. These techniques include photovoltaic
(i.e., solar panels), temperature gradients, human power,
wind/air flow, and vibrations. Of these, solar panels offer
the highest power density and are, therefore, the most likely
candidate for reliably powering wireless sensor networks.
Another advantage of solar energy is the predictability [1].

Predicting the availability of harvested energy is the basis of
any harvesting sensor network. The prediction is used to adapt
the duty cycle during times with no or insufficient energy [6]
or to assign tasks to nodes with more energy [7].

Several working prototypes of wireless sensor nodes using
solar power have been developed, showing that solar-powered
wireless sensor networks are indeed feasible. Raghunathan et
al. [8], [9] present the Heliomote (cf. Fig. 1), a Mica2 [10]
mote enhanced with a circuit board equipped with a solar panel
and NiMH batteries for solar energy harvesting.

Fig. 1: Heliomote [8], [9]

They show that, in principle, their device is capable of
nearly perpetual operation. Jiang et al. [11] design and im-
plement Prometheus, a wireless sensor node based on the
Telos-mote [12] with a solar panel, supercapacitors and Li-
ion batteries. They present and discuss results from a 10-day
period. Minami et al. [13] develop and present Solar Biscuit,
a wireless sensor node without a battery, solely relying on
a solar panel and a supercapacitor. They do not present any
results of an actual long-term deployment. Sikka et al. [14]
present Fleck1, a solar-powered wireless sensor node using
a solar panel and NiMH batteries. Their main contribution
is the incorporation of a DC-DC converter enabling deeper
battery discharge cycles between periods where solar power
is available. The authors in [15] present results of a network
operating 24/7 for over two years. Alippi et al. [16] develop
and present a wireless sensor network framework based on
their own solar-powered sensor nodes. The wireless sensor
network is deployed in Moreton Bay, Brisbane, Australia,
to deliver temperature and luminosity data of the marine
ecosystem. They present and discuss results from a four-day
period.

To make the operation of environmentally powered wireless
sensor networks more efficient, several solar-aware protocols
have been developed. Some focus on solar-powered wireless

sensor networks, while others use a more general approach.
Lin et al. [17] develop E-WME (Energy-opportunistic

Weighted Minimum Energy), an energy-aware routing algo-
rithm for wireless sensor networks with any environmental
energy sources. They show that their routing scheme is asymp-
totically optimal. Voigt et al. [18], [19], [20] present two
variants of directed diffusion [21] modified to route in a solar-
aware manner. Both protocols route packets preferably via
nodes that are currently solar-powered and, thus, can relay
the packet without using their battery. The authors present
simulation results of both protocols and conclude that they
offer significant energy savings. In another work, Voigt et
al. [22] present solar-aware clustering protocols. Some more
theoretical works focus on channel performance. Rajesh et
al. [23] for example find the Shannon capacity when data
is transmitted over an additive white gaussian noise channel.
However, none of these approaches on optimizing environmen-
tally powered wireless sensor networks takes the utilization of
harvested power into account.

Some related work exists on the topic of assigning sampling
rates in wireless sensor networks. Shu et al. [24] try to
optimize the network sampling rates in terms of a scheduling
problem without taking energy consumption into considera-
tion. Bandyopadhyay et al. [25] analyze what trade-offs in
sensor density, energy usage, throughput, and delay have to be
made to achieve certain temporal and spatial sampling rates.
But those sampling rates are always fixed and predefined.
A more sophisticated idea is introduced by Lachenmann et
al. [26]. They define different lifetime goals for a network
and adjust the operation of any node to meet these goals by
introducing different levels of operation. However, harvested
energy is not taken into account. Thus, infinite lifetime goals
and dynamic sampling rates are not considered.

The problem of maximizing sampling rates in solar harvest-
ing sensor networks was first discussed by Kansal et al. [1].
They describe a field-monitoring application with the goal
of maximizing homogeneous sampling rates while remaining
energy neutral. They model the flow in the network based
on linear equations. Solving the linear equations yields one
sampling rate and a corresponding flow. This flow can be
sustained by all nodes using no more than the energy neutral
consumption rate. To calculate the solution, global knowledge
over all nodes, flows, and energy consumptions in the network
is required. This is infeasible in a real-world sensor network.

A more viable approach was presented by Fan et al. in [4].
They introduce a centralized and a distributed solution (DLEX)
to the problem of fair rate allocation. The authors are able to
show that both approaches achieve an optimal lexicographic
rate assignment. They implemented the DLEX approach in
the MoteLab testbed. However, they themselves state in the
paper that it only works ”...when each source has a fixed route
and the routing path is known”. Unfortunately, this limitation
meant, we were unable to integrate DLEX into the commu-
nication stack to compare it against our approach. Changes
in the routing tree would degrade DLEX’s performance too
much and, thus, not allow for a fair comparison. To the best
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of our knowledge, DLEX is the only related approach to SDF.
Thus, we cannot compare C-SDF against any other approach
in the evaluation.

Later, we introduced SDF [3]. To change the rate assignment
nodes need only contact their children in the routing tree.
Thus, SDF features much lower overhead and higher resilience
against adverse routing performance. However, we showed
results only from a stimulative study. No approach has yet
been integrated into a standard communication stack. Thus,
the interaction between routing or network performance and
flow control in solar-aware networks are yet unknown.

III. IMPLEMENTATION

SDF [3] introduced the first approach for flow control rely-
ing on local knowledge only. However, real-world applicability
and the interaction with routing protocols remained unclear.
The contribution in this paper is a first implementation for the
popular Contiki platform and evaluation results from different
comprehensive testbed runs, illustrating the performance of the
approach. Implementing SDF on hardware leads to significant
changes to the protocol.

We will first give a short introduction of SDF (for more
details, please refer to [3]), before introducing and discussing
the adaptations required for SDF to run in hardware.

A. SDF Recap

The goal of solar-aware distributed flow (SDF) is to maxi-
mize the sampling rates achieved by each node while ensuring
energy neutral consumption. SDF assumes a periodic reporting
application. The nodes form a collection tree rooted at a
base station. Each node has one successor or parent node
and might have multiple predecessor P in the routing tree.
We note that, in this scenario, energy is mainly consumed
by either generating or relaying flow. Each node will sense
the environment periodically, thus, generating and transmitting
sampling messages. Each node will also forward sampling
messages for all predecessors P in the collection tree.

SDF is based on the idea of sending control messages only
to the direct predecessor nodes (D), granting them an allowed
flow. Each node will periodically repeat three main steps:

1) Predict the consumption rate c.
2) Calculate the own sampling rate and the allowed flow

of all predecessors in P .
3) Send control messages to all direct predecessors in P

and set the own sampling rate.
Algorithm 1 provides a sketch of one execution of SDF.

Here, again P is the set of all predecessors in the collection
tree. D is the set of direct (1-hop) predecessors and Pp is
the subtree rooted at predecessor p. Algorithm 1 is repeated
periodically on each node to yield a maximized sampling
rate, utilizing as much harvested energy as possible. Given
the excellent simulation results [3], we were interested in
integrating SDF into the communication stack to evaluate it
in a real testbed.

The hardware implementation leads to a number of changes
to SDF. The important changes are highlighted in the next

Algorithm 1: Solar-aware distributed flow
Require: Allowed flow fa from successor
Ensure: Sampling rate x and allowed flow fa to direct

predecessors
c ← CONSUMABLE-POWER
x ← CALCULATE-FLOW(c, fa)

D ← GET-DIRECT-PREDECESSOR-SET(P)
for all p ∈ D do

Pp ← GET-FORWARDED(P, p)
SEND-FLOW-UPDATE-MESSAGE(pred , x ·SIZE(Pp))

end for
SET-SAMPLING-RATE(max(xmin , x ))

section. Some changes are purely driven by shortcomings in
the testbed, e.g., no solar cells and batteries are connected.
These changes will be highlighted in the testbed description
of Section IV.

B. C-SDF

The previous section introduced the basic SDF approach.
However, several changes had to be made to integrate SDF
with the Contiki communication stack. We will now describe
C-SDF, the implementation of SDF for Contiki.

1) Synchronization: SDF assumes execution rounds, which
cannot be assumed in real networks. The sampling periods of
the parent and child node may not be synchronized, leading
to errors in the calculation of the required energy. To mitigate
this, C-SDF assumes a fixed sampling period S. Here, S is
the time interval between two SDF control messages and,
thus, equivalent to one round of SDF. Whenever a control
message is received a node will start a new sampling interval.
At the end of each sampling period a small time buffer
is introduced to mitigate small synchronization offsets. The
remaining sampling period is dedicated to the application, i.e.,
sampling uniformly given the maximized sampling rate. This
simple synchronization scheme is accurate enough for C-SDF
to work.

2) Sampling Rate: The goal is to maximize the sampling
rate of each node during the sampling period S given a
prediction of the amount of harvested energy (consumption
rate c). Given S, the sampling rate is measured as messages
m per sampling period (mS ). However, a node can only send a
discrete number of messages per sampling period. Hence, the
number of messages is floored to the next integer. This will
reduce energy utilization, but is done on purpose as a buffer
against rapid changes in harvested energy.

3) Communication Stack: As routing layer, C-SDF builds
upon ContikiRPL [27], the Routing Protocol for Low power
and Lossy Networks (RPL) [5] implementation for Con-
tiki. RPL builds a destination-oriented directed acyclic graph
(DODAG), where each node picks one parent and knows
about its children. RPL, thus, builds a collection tree topology
perfectly suited for SDF. RPL is an IETF draft and builds
upon IPv6. We use uIPv6 [28] and the IPv6 stateless address
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auto-configuration standard [29] to assign IP addresses in a
distributed fashion. All messages are sent by UDP, i.e., without
reliability on the transport layer. We use ContikiMAC [30]
as MAC protocol. This gives as some reliability on the
MAC layer, but only per-hop and not per-path. However,
since control messages are only send to child nodes, one-hop
reliability is sufficient.

4) Allowed Flow: The calculation of the allowed flow in
SDF is based upon knowledge of the required power for
sending (Ptx) and receiving (Prx). However, in reality Ptx

and Prx are not constant, but fluctuate over time. Each send
and receive operation requires different amounts of energy, due
to, e.g., the MAC preamble, retransmits for unacknowledged
messages, packet size constraints (e.g., splitting a message into
multiple frames for sending), etc.

We will approximate Prx by calculating a running average
over the past m messages received. In Contiki, the application
layer has no knowledge of the exact number of messages
received on the routing layer. Since each node controls the
number of messages each child node is able to forward, the
maximum number of allowed messages is used as an approxi-
mation. The power required to send, Ptx, can be approximated
similarly. We divide the amount of energy necessary to send all
messages by the approximated number of messages forwarded
and sent by the node itself.

IV. EVALUATION

To study the interaction of C-SDF with different network
conditions and the routing protocol and to illustrate the feasi-
bility, C-SDF has been evaluated on different testbeds and with
different wireless link conditions. Unfortunately, we are unable
to compare C-SDF to any related work. As discussed in the
related work section, there is only one related approach, DLEX
introduced by Fan et al. [4]. DLEX requires static routing trees,
which we could not guarantee with RPL and given the testbed
conditions. The performance of their approach would degrade
to a point, where no fair comparison was possible. However,
we compared both SDF and DLEX in simulation. While there
is not enough space to present these results, they indicate a
significant advantage for SDF.

Before presenting the results, we will introduce the setup
and models used to evaluate C-SDF. Afterward, we present
results from four long runs on two different testbeds. The
emphasis was put on evaluating flow control with a wide
variety of networks characteristics to get a better understanding
of the interaction between flow control and the overall network
and to validate the practicality of C-SDF.

A. Testbed sites and setup

We used two distinct sites of the TUDµNet testbed [31] in
Darmstadt to evaluate SDF under completely different condi-
tions. The first testbed is located inside the computer science
building (Piloty) at the Technical University Darmstadt. 20
TMote Sky nodes have been deployed over eight rooms on
a single floor. The location of each node is displayed in
Figure 2(a). All sampling nodes (hexagonal) are transmitting

(a) Piloty testbed placement (b) TIZ testbed placement

Fig. 2: Placement in the two TUDµNet testbed sites

their data to the base station (triangle). This testbed site has
been chosen, as nodes suffer from high interference from other
networks, e.g., the university Wi-Fi etc.

The second testbed site is located at the TIZ building in
Darmstadt. At that time, the TIZ site had 15 TMote Sky
nodes deployed in a single room. They have been arranged
in a grid as displayed in Figure 2(b). Again all sampling
nodes (hexagonal) are transmitting their data to the base station
(triangle). At the TIZ site there is almost no interference.
Thus, the TIZ site provides an estimate of the optimal network
performance for C-SDF.

B. Models

The nodes in the TUDµNet testbed feature a USB con-
nection for charging and debugging. The nodes are neither
connected to a solar panel nor a battery. Thus, we require a
model for the battery, means to measure energy consumption
and must simulate the solar cell. The battery in the nodes
is modeled as perfect energy storage. The initial capacity is
1000mAh and the initial charge is 70%. In the following sec-
tions we will introduce how we measure energy consumption
and model and calculate the harvested energy.

1) Energy consumption: In Contiki, the Energest frame-
work is the standard included framework to estimate energy
consumption [32]. The Energest framework delivers the num-
ber of ticks each hardware module was active. The most
important consumers, CPU (active, sleep) and radio (transmit,
receive), are already included by default.

In order to be more realistic, we have also added GPS, CO,
and CO2 sensors as hardware modules. For each sample, the
sensors as well as the GPS device are activated for a given
time. This time is picked uniformly at random and is between
[1, 5], [0.5, 1], and [10, 30] seconds for GPS, CO2, and CO
respectively.

The energy consumption of each module is summarized in
Table I. The time ranges as well as the energy consumption,
are extracted from the respective data sheets [33], [34], [35],
[36].

2) Energy harvesting: The harvested energy is calculated
similar to [3]. All values here have to be calculated on the
nodes however. But floating point numbers are deactivated
by Contiki. Hence, we implemented a fixed-point arithmetic
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The sampling rate improves significantly. Energy utilization
is more than 80% while ensuring that no node is overloaded.

We plan to improve upon C-SDF by implementing a more
aggressive approach to calculating the messages per sampling
period. This should push utilization we above 90%. The most
severe limitation of SDF is the dependency on the routing
topology. Hence, we plan to combine SDF with topology
control approaches and adapt RPL to allow for multi-path
routing. This should lead to more balanced paths.
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